Identification of selected monogeneans using image processing, artificial neural network and K-nearest neighbor
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Abstract
Over the last two decades, improvements in developing computational tools have made significant contributions to the classification of images of biological specimens to their corresponding species. These days, identification of biological species is much easier for taxonomists and even non-taxonomists due to the development of automated computer techniques and systems. In this study, we developed a fully automated identification model for monogenean images based on the shape characters of the haptoral organs of eight species: Sinodiplectanotrema malayanum, Diplectanum jaculator, Trianchoratus pahangensis, Trianchoratus lonianchoratus, Trianchoratus malayensis, Metahaliotrema ypsicolithru, Metahaliotrema mizellei and Metahaliotrema similis. Linear Discriminant Analysis (LDA) method was used to reduce the dimension of extracted feature vectors which were then used in the classification with K-Nearest Neighbor (KNN) and Artificial Neural Network (ANN) classifiers for the identification of monogenean specimens of eight species. The need for the discovery of new characters for identification of species has been acknowledged for long by systematic parasitology. Using the overall form of anchors and bars for extraction of features led to acceptable results in automated classification of monogeneans. To date, this is the first fully automated identification model for monogeneans with an accuracy of 86.25% using KNN and 93.1% using ANN.
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**Introduction**

Monogeneans are platyhelminthes which are characterized by having a proper body and haptor with sizes ranging from 0.5mm to 1-2cm in length live on lower aquatic invertebrates or the gills, skin or fins of fishes as hosts. Their appendage attachments in their anterior and posterior (haptoral) regions are used to prevent physical dislodgement from the host (Fig. 1).

![Figure 1: Illustration of a monogenean worm consisting of three main parts: head, body and haptor.](image)

Monogeneans are a diverse group, with several thousand species described in the world (Poulin, 2002). The diversity of monogeneans is not only in terms of numbers but also in terms of their morphology and ecology and with respect to the variation of structural designs in the attachment organs (Kearn, 1994), which are usually used for species identification. The haptoral attachment organs of monogeneans are sclerotized structures of anchors, bars and marginal hooks. In particular, the morphology of each of these organs is unique to monogenean species (Boeger and Kritsky, 1993) and is used as a diagnostic feature in their taxonomical classification (Vignon, 2011).

Earlier, Active Shape Models (ASM) (Ali et al., 2012) were used to classify several *Gyrodactylus* species according to attachment hooks. ASM were applied to extract diagnostic information from hook images as features. Extracted features were used as input data to Linear Discriminant Analysis (LDA), K-Nearest Neighbor (KNN), Multilayer Perceptron (MLP) and Support Vector Machine (SVM) classifiers. According to Khang et al. (2016), data from size and shape of anchors were generated using geometric morphometrics. They used principal components and cluster analysis to classify 13 species of *Ligophorus*.

Innovations in the area of computer vision have significantly contributed to the development of automated taxonomic identification systems such as an automated identification system which estimates densities of whiteflies, aphids and thrips in a greenhouse (CHO et al., 2008), automatic image recognition and diagnosis of protozoan parasites (Castañón et al., 2007), automatic recognition of biological particles in microscopic images...
methods are performed on every single image (specimen) which substantially slows down the process of identification and classification. Hence, we propose a fully automated identification model for monogeneans which is robust with respect to variable imaging conditions and damaged specimens.

Materials and methods
Recognition of monogeneans is based on morphometric features of their hard parts (Lim and Gibson, 2010). For this study, images of the hard haptoral organs such as anchors and bars were captured using a Leica digital camera DFC 320 attached to Leica DMRB microscope at 40x magnification. The resolution of the images was 1044×772 pixels and they were saved in Tagged Image File format (TIF).

Our database consists of 160 images from 8 species (20 images of each species): Sinodiplectanotrema malayanum, Diplectanum jaculator, Trianchoratus pahangensis, Trianchoratus lonianchoratus, Trianchoratus malayensis, Metahaliotrema ypsilocleithru, Metahaliotrema mizellei and Metahaliotrema similis. Fig. 2 illustrates the flowchart for the development of automated identification for monogeneans.
Preprocessing

Monogenean specimen images are very complex due to their messy background and overlapping of anchors and bars. Despite consistent efforts to acquire clear images, some overlapping and clutter were unavoidable (Fig. 3).

Hence, preprocessing played an important role to omit redundant information and to highlight reliable features for the next process in feature extraction. Preprocessing started with converting RGB images to intensity images. Then intensity images were filtered and edges of anchors and bars were detected (Fig. 4).

Since the segmented images contained negative and positive values, the images were binarized with a threshold of zero. Then the borders were cleared and objects smaller than 1000 pixels were removed (Fig. 5). Coordinates of contour pixels for species’ anchors were calculated. Features were extracted either from all anchors and bars as a consolidated object or from individual anchors.

Feature extraction

Binary images were used two times for feature extraction; (i) firstly using all...
anchors and bars as a consolidated object and (ii) secondly by calculating coordinates of one anchor and then extracting the features from that anchor. Features extracted consisted of: length of bounding box, width of bounding box, center of bounding box, orientation of bounding box, perimeter, perimeter density, area, area density, Euler number, entropy, major axis length and number of white pixels in white area. A feature vector with 24 elements was computed from these features.

**Feature selection**

Feature selection is a technique for reducing the dimensionality of feature vectors. In this study, the informative and independent feature vectors were transformed to smaller dimensions by using the LDA (Park and Park, 2008) method (Song et al., 2010). The goal of LDA is to distinguish multiple classes by maximizing the inter-class variance and minimizing the intra-class variance. Therefore, besides projecting a feature space to a smaller subspace, the class-discriminatory information is also maintained. In this approach, firstly, 24 dimensional mean vectors for each of the 8 classes were calculated. After computing the in-between class and within-class scatter matrix, the corresponding eigenvalues and eigenvectors were calculated. Then eigenvectors were sorted according to descending eigenvalues and seven eigenvectors with largest eigenvalues were selected to form 24×7 dimensional matrix W. The matrix W will be used to transform the samples to new subspace of 160×7 feature vector.

**Classification**

The features that were extracted and selected in the previous stage were used as inputs to KNN and ANN classifiers to train the system based on a training set and evaluate performance of each trained model on a testing dataset.

Commonly, practical and theoretical data do not follow the same assumptions and since our dataset was from the real world, it was an advantage to use KNN. Therefore, no hypothesis was made on the fundamental data distribution. In addition, based on previous approaches in the classification of monogenean samples (McHugh et al., 2000; Ali et al., 2011; Ali et al., 2012), the performance of KNN was as reliable to be used in our investigation. In this study, the trained model from the KNN classifier was constructed using 80 images (10 for each species) and tested with 80 images of monogeneans. According to successful experiments in (Sang-Hee, 2010; Jin et al., 2015), we had decided to use half (10 images) of each species images to train the classifier and the other half as a testing set and the best results were achieved with 9 nearest neighbors. The ANN classifier structure was a two layer feed-forward network with ten sigmoid hidden nodes and eight output neurons (Fig. 6). The number of nodes in the hidden layer is important since they may cause overfitting (if there are so many neurons in hidden layer) or underfitting (if the number of neurons are few), therefore, we used trial and error
method to select the number of hidden neurons. This approach began by selecting two to fifteen nodes. The best result was achieved with ten nodes. We divided the entire dataset (160 images) into three random subsets: training (70%), testing (15%) and validation (15%) set. The training dataset was used for training ANN, the testing dataset for performance measurement of the networks and the validation set to measure generalization of network and terminate training before overfitting.

For evaluating the trained network we used confusion matrices and Mean Square Error (MSE).

In both KNN and ANN the best results were achieved after 20 iterations. The best results in KNN classification were obtained using 50% of samples in testing and 50% in training data. On the other hand the best results in ANN were accomplished by using 70% of samples in training, 15% in testing and 15% in validation set.

Results

The results of this study were achieved by using QWin Plus software package as imaging modular and MATLAB R2013a [28] as simulation and image processing and classification tool, installed on Intel(R) Xeon (R) CPU E5-1620 v2 @ 3.70GHz, 16 GB RAM, Windows 7 Professional (64-bit).

Feature selection

The feature space was defined according to shape characteristics of anchors and bars of monogeneans. A total of 24 feature elements were initially extracted (Table 1). By adopting LDA (dimensionality reduction method), the feature vector with 24 elements was transformed to a lower dimensional feature space with seven distinct elements. First, 24 dimensional mean vectors for each of the 8 classes were calculated. After computing the in-between class and within-class scatter matrix, the corresponding eigenvalues and eigenvectors were calculated. Then eigenvectors were sorted according to descending eigenvalues and seven eigenvectors with largest eigenvalues were selected to form 24×7 dimensional matrix W. The matrix W will be used to transform the samples to a new subspace of 160×7 feature vector.

![Neural Network with 10 sigmoid hidden nodes and eight output neurons.](image-url)
Table 1: Extracted features from shape characteristics of monogenean.

<table>
<thead>
<tr>
<th>Anchor</th>
<th>Anchors and bars together</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>×</td>
<td>×</td>
<td>Area</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Area density</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Perimeter</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Perimeter density</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Length of bounding box</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Width of bounding box</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Center of bounding box</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Orientation of bounding box</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Euler number</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Entropy</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>Major axis length</td>
</tr>
<tr>
<td>×</td>
<td></td>
<td>Number of white pixels in white area</td>
</tr>
</tbody>
</table>

The distribution of some of the feature values are illustrated in Fig. 7 as a 3D scatter plot. It is notable that in Fig. 7(a,b), the features are not distinct enough to separate and classify eight classes. Instead, in Fig. 7 (c,d), after LDA feature transformation, the features are transformed to a discrete feature space in which the eight species are more easily separable for classification.

![Figure 7](image_url)

**Figure 7:** Distribution of feature values in 3D scatter plot. a) Illustration of distribution of features values which were extracted from area density, area and Euler number of anchors and bars of monogenean. b) Illustration of distribution of features values which were extracted from entropy, perimeter and Euler number of anchors and bars of monogenean. c & d) Illustration of distribution of features values which were selected by LDA.

**Classification**

The experiment was conducted on eight species of four monogenean families, classified using KNN and ANN. In KNN we used 80 images for training and 80 images for testing the trained
model. In ANN, 112 images were used for training, 24 images for testing the network and 24 images for system validation. We found that ANN accuracy of 93.1% on the test set outperformed KNN classifier accuracy of 86.25%.

**K-Nearest Neighbor (KNN)**

In KNN classification, we tried the classification in 15 iterations and the best score was achieved with 9 nearest neighbors (Fig. 8).

![KNN Classification](image)

**Figure 8:** Accuracy of KNN with different K values. It is notable that when k is 9 and 10 KNN classifier yielded the best performance.

According to the confusion matrix (Table 2), the overall classification score for 8 species was 86.25%. In Table 2, *S. malayanum* and *M. similis* were identified correctly. *T. pahangensis* has one misclassification with *M. similis*. *M. mizellei* has one misclassification with *T. pahangensis*. *T. lonianchoratus* has one misclassification with *M. mizellei* and one misclassification with *M. ypsilocleithru*. *T. malayensis* has one misclassification with *T. pahangensis*. *M. ypsilocleithru* has one misclassification with samples of *T. pahangensis*, *T. malayensis*, *M. similis* and two misclassifications with *M. mizellei*. Finally, *D. jaculator* has only one misclassification with *M. mizellei*.

**Table 2: Confusion matrix of KNN classification for 8 species of Sinodiplectanotrema malayanum (Smm), Diplectanum jaculator (Dj), Trianchoratus pahangensis (Tp), Trianchoratus lonianchoratus (Tl), Trianchoratus malayensis (Tm), Metahaliotrema ypsilocleithru (My), Metahaliotrema mizellei (Mmi) and Metahaliotrema similis (Mma).**

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Smm</th>
<th>Tp</th>
<th>Mmi</th>
<th>Mma</th>
<th>Tl</th>
<th>Tm</th>
<th>My</th>
<th>Dj</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smm</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tp</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mmi</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mma</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tl</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Tm</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>My</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Dj</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Accuracy (%)
Artificial Neural Network (ANN)

The ANN classification structure was a two layer feed-forward network which was trained with back propagation and with respect to ten hidden neurons in the hidden layer and eight neurons in the output layer. After 46 iterations, the best trained network was selected with MSE of 0.026168 on the validated set at epoch 40 (Fig. 9). According to confusion matrix in Table 3, it is notable that the best overall accomplished classification was 93.1% of all 160 images in the training, validation and testing sets.

![Figure 9: Illustration of performance evaluation of trained network by MSE. Best trained network was constructed at epoch 40.](image)

Table 3: Confusion matrix of overall performance of ANN classification for 8 species of *Sinodiplectanotrema malayanum* (Smm), *Diplectanum jaculator* (Dj), *Trianchoratus pahangensis* (Tp), *Trianchoratus lonianchoratus* (Tl), *Trianchoratus malayensis* (Tm), *Metahaliotrema ypsilocleithru* (My), *Metahaliotrema mizellei* (Mmi) and *Metahaliotrema similis* (Mma).

<table>
<thead>
<tr>
<th>Actual</th>
<th>Smm</th>
<th>Tp</th>
<th>Mmi</th>
<th>Mma</th>
<th>Tl</th>
<th>Tm</th>
<th>My</th>
<th>Dj</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smm</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tp</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mmi</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Mma</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tl</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tm</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>18</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>My</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dj</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Predicted  Accuracy (%)
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**Discussion**

The proposed automated identification method in this study was able to classify monogeneans at the species level with an overall accuracy of 86.25% using K Nearest Neighbor classification and 93.1% using Artificial Neural Network classification for eight species of monogenean. The images focused on anchors and bars of specimens since these organs contain diagnostic shape features which are used for classification of monogenean species.

**Image processing**

In this experiment the database also contained some poor quality images which we had to use in this study as they were rare collections which were only available in small numbers. Despite that, the automated identification technique for monogeneans developed in this study could identify the species with an acceptable accuracy. This shows the technique is robust with respect to variable imaging conditions and damaged specimens (Figs. 10 and 11).

![Figure 10: The broken tail of anchor in *Metahaliotrema ypsilocleithru*](image)

![Figure 11: Variable imaging condition in terms of lighting source.](image)

Additionally, extracting the anchors and bars as a single organ in poor quality images was also challenging since the bars and anchors were overlapping. Such samples are difficult even for experts to distinguish. Increasing the quality of images in the future will lead to improved identification accuracy.

**Feature selection**

The extracted features from anchors and bars were affected by microscopic clutters, some broken specimens and overlapping of anchors and bars in...
images. LDA was used for transforming feature vectors to distinct feature space of seven elements. As in Fig. 12 (a), the 24 features were close in values and using them as input to classifiers, made many misclassifications as a result, but after using LDA (Fig. 12 (b)) the dimensionality of the feature vector decreased and feature vectors also transformed into a separable feature space.

**Classification**

In both KNN and ANN, S. malayanum was classified correctly due to its distinct shape and size of anchors and bars in this species. There was one misclassification of T. pahangensis with M. similis in KNN mainly because the shapes of their tails were similar and one misclassification with T. malayensis in ANN since both of them have three anchors. There was one misclassification of M. mizellei with M. similis in KNN since both are from the same genus, as such the overall shape of all anchors and bars as an object is similar. In KNN, the classification of M. similis was 100% correct while in ANN there was one misclassification with T. pahangensis. This could be due to the similar shape of their tails. The classification of T. lonianchoratus in ANN was 100% correct while in KNN there were two misclassifications with M. mizellei and M. ypsilolecithru.

Comparing the classification accuracy in ANN (93.1%) and the accuracy in KNN (86.26%), we can declare that ANN classifiers were more powerful in classifying samples than KNN classifiers. This means in ANN the features were more distinct for training the network but the distance distinction in KNN was not sufficient for classification as much as ANN.

**Future works**

One of the critical issues affecting performance of identification systems is...
the quality of the images. Improving the quality of the data would lead to an increase in identification accuracy.

The acquired images were two dimensional (2D) and due to the loss of some information in 2D imaging, it is suggested that in future, the model be based on three dimensional (3D) images. As the solution to loss of information in 2D imaging, in the study by Leow et al. (2015), they used a built in function in their imaging software, called Extended Depth of Focus Imaging (EFI) to create a single plane image with increased in-focus details.

In this study, two classification techniques were adopted for developing an automated identification system for monogeneans. However, other classification techniques such as SVM, DA, and decision tree may improve the performance of the system. The classification performance in some of these methods is also dependent on the size of the database. The dataset size can be increased with new collections of monogenean specimens through field work which we plan to conduct in the future. The specimens used in this study were archive specimens from Lim 1998; Lim, 2006 and Lim et al., 2010.

In this paper, we presented a fully automated identification technique that classifies monogeneans at the species level based on microscopic images of haptoral anchors and bars with an overall accuracy of 86.25% using K Nearest Neighbors and 93.1% using Artificial Neural Network. The need for the discovery of new characters for identification of species has been acknowledged for a long time by systematic parasitology (Vignon, 2011) and because of the lack of discrimination of traditional methods, several researchers have used additional points to take into account the maximum amount of shape information (Murith and Beverley-Burton, 1985; Řehulková and Gelnar, 2005). Using overall form of anchors and bars for extraction of features led us to create new characters in the morphological classification of monogeneans which had never been used before.

This study proposes a model for automated identification of images of eight selected monogenean species and it works by running the commands in the MATLAB workspace which means there is no dedicated user interface. As future work, a stand-alone Graphical User Interface (GUI) could be deployed as an executable application for ease of use by taxonomists. To increase the number of species in the proposed model, further enhancements are required.
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